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System Model for Chapter 5
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Vector Notation

4

: column vector

: row vector
Subscripts represent element indices inside individual 
vectors.

and refer to the ith elements inside the vectors and , 
respectively.

When we have a list of vectors, we use superscripts in 
parentheses as indices of vectors. 

 is a list of M column vectors
is a list of M row vectors

and refer to the ith vectors in the corresponding lists.

: the zero vector
(the all-zero vector)

: the one vector
(the all-one vector)



Channel Decoding
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Recall

1. MAP decoder is the optimal decoder. 
2. When the codewords are equally-likely, the ML decoder the same as the MAP decoder; hence it is also 

optimal.
3. When the crossover probability of the BSC p is < 0.5, 

ML decoder is the same as the minimum distance decoder. 

In this chapter, we assume the use of minimum distance 
decoder.

Also, in this chapter, we will focus 
less on probabilistic analysis,
but more on explicit codes.

MAP decoder 
is optimal

ML decoder is 
optimal

Codewords 
are equally 
likely

Min distance 
decoder is optimal

BSC with 
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Review: Block Encoding
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We mentioned the general form of channel coding over BSC.

In particular, we looked at the general form of block 
codes.

(n,k) codes: n-bit blocks are used to conveys k-info-bit blocks
Assume n > k

Rate: .

k bits k bits k bits n bits n bits n bits

Recall that the capacity of BSC is .
For  , we also have  . 
Achievable rate is < 1.

Max. achievable rate

Code length
“Dimension” of the code

codewords “messages”
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= the collection of all codewords for the code considered.
Each n-bit block is selected from .
The message (data block) has k bits, so there are 2k possibilities.
A reasonable code would not assign 
the same codeword to different messages.
Therefore, there are 2k (distinct) codewords in .

Ex. Repetition code with n = 3

possibilities

Choose from 
possibilities to be 

used as codewords.



MATHEMATICAL SCRIPT CAPITAL C

9
[ http://www.charbase.com/1d49e-unicode-mathematical-script-capital-c ]

GF(2)
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The construction of the codes can be expressed in matrix form 
using the following definition of addition and multiplication
of bits:

These are  modulo-2 addition and modulo-2 multiplication, 
respectively. 
The operations are the same as the exclusive-or (XOR) 
operation and the AND operation.

We will simply call them addition and multiplication so that we can 
use a matrix formalism to define the code.

The two-element set {0, 1} together with this definition of 
addition and multiplication is a number system called a finite 
field or a Galois field, and is denoted by the label GF(2).



Modulo operation
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The modulo operation finds the remainder after division of 
one number by another (sometimes called modulus).

Given two positive numbers, (the dividend) and (the 
divisor), 

(abbreviated as ) is the remainder of the 
division of by . 

“ ” 

“ ” 
In MATLAB,  mod(5,2) = 1.

Congruence relation

divisor
quotient

dividend

remainder
divisor

quotient

dividend

remainder

GF(2) and modulo operation
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Normal addition and multiplication (for 0 and 1):

Addition and multiplication in GF(2):



GF(2)
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The construction of the codes can be expressed in matrix form 
using the following definition of addition and multiplication of 
bits:

Note that

x

x x
x

x x

x

xThe property above implies

By definition, “ ” is something that, when added with , gives 0.

Extension: For vector and matrix, apply the operations to the elements 
the same way that addition and multiplication would normally apply 
(except that the calculations are all in GF(2)).

Examples
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Normal vector addition:

Vector addition in GF(2): Alternatively, one can also apply 
normal vector addition first, then 
apply “mod 2” to each element:

mod 2



Examples
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Normal matrix multiplication:

Matrix multiplication in GF(2):

+

Alternatively, one can also apply normal 
matrix multiplication first, then apply 
“mod 2” to each element:
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Évariste Galois

17 [ https://www.youtube.com/watch?v=Mc0bvea6G3I ]

Évariste Galois
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On the morning of May 30th, 1832, two men in Paris fought a duel. Not an unusual 
event for those days. One of the men was shot in the gut and died the following day... 



Évariste Galois
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Do not cry Alfred. I 
need all my courage 
to die at 20.

20

The night before the duel, Galois sent several letters. Some were to his political 
colleagues but one of his letters in particular has become famous amongst 
mathematicians. Fearing that he might die, Galois assembled his mathematical 
discoveries and sent them to his friend with instructions to pass him along to two of 
the best mathematicians of the day: Gauss and Jacobi. 

Évariste Galois
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The papers laid dormant 
until over a decade later 
when the letter made its way 
to the mathematician 
Liouville who took the time 
to read through the 
manuscripts and sought to 
their publication. 

The world finally learned 
that as a teenager Galois had 
solved one of the most 
important problems in 
algebra.

Évariste Galois

Évariste Galois: Contribution

22 [ https://www.youtube.com/watch?v=Mc0bvea6G3I ]
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In algebra, you learn to solve 
equations. To solve quadratic 
equations you use a quadratic 
formula. To solve cubic 
equations, you use the less 
well-known cubic formula 
and to solve equations of 
degree four, you use the 
quartic formula...
Galois proved that for 
degrees five and higher, there 
are no general formulas. 

To prove this Galois created new mathematics 
which we now call Galois theory in his honor.

Évariste Galois: Contribution

Évariste Galois: Life

24 [ https://www.youtube.com/watch?v=Mc0bvea6G3I ]
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Galois’ tale was tinged 
with frustration, 
trouble, and tragedy. 

Évariste Galois: Life

Évariste Galois: Life

26 [ https://www.youtube.com/watch?v=Mc0bvea6G3I ]
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Unfortunately, Galois was not very good 
at patiently explaining his ideas to 
others. He entered math contests and 
sent his work to leading mathematicians 
but his writing was considered 
incomprehensible. 

Évariste Galois: Life
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troubled 
genius, indeed! 

Évariste Galois: Life



BSC and the Error Pattern
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For one use of the channel,

Again, to transmit k information bits, the channel is used n
times. 

BSCx y

Encoder BSC

error pattern

k n

Its nonzero elements mark the 
positions of transmission error in y

Additional Properties in GF(2)
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The following statements are equivalent

The following statements are equivalent

In particular, because , if we are given two 
quantities, we can find the third quantity by summing the 
other two.

Having one of these is the same 
as having all three of them.

Having one of these is the same 
as having all three of them.



Linear Block Codes
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Definition: is a (binary) linear (block) code if and 
only if forms a vector (sub)space (over GF(2)). 

Equivalently, this is the same as requiring that

Note that any (non-empty) linear code must contain 0.

Ex. The code that we considered in Problem 5 of HW4 is

Is it a linear code?

In case you forgot about the concept of vector space,…

f  and  then 

00000,01000,10001,11111

32

MAS210 Mathematics III 3(3-0-6)
Prerequisite: Have earned credits of MAS117 or 
consent of Head of School
Linear algebra: vector spaces, linear 
transformation, matrices, determinants, systems of 
linear equations, Gaussian elimination, eigenvalue 
problems, eigenvalues and eigenvectors, 
diagonalization, complex matrices; introduction to 
complex analysis: complex numbers, analytic 
functions, complex integration, conformal mapping; 
calculus of variations; introduction to tensor analysis: 
Cartesian tensors and their
algebra.



Ex. Checking Linearity
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00000,01000,10001,11111

Step 1: Check that .
OK for this example.

Step 2: Check that 
f  and  then 

00000 01000 10001 11111

00000

01000

10001

11111

Ex. Checking Linearity
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00000,01000,10001,11111

Step 1: Check that .
OK for this example.

Step 2: Check that 
f  and  then 

Here, we have many counter-examples. So, the code is not linear. 

00000 01000 10001 11111

00000 00000 01000 10001 11111

01000 01000 00000 11001 10111

10001 10001 11001 00000 01110

11111 11111 10111 01110 00000



Checking Linearity
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Step 1: Check that .

Step 2: Check that 
f  and  then 

It may seem that we need to check pairs.

Actually, we need to check only pairs.

00000 01000 10001 11111

00000 00000 01000 10001 11111

01000 01000 00000 11001 10111

10001 10001 11001 00000 01110

11111 11111 10111 01110 00000

Ex. Creating Linearity

36

We have checked that
00000,01000,10001,11111

is not linear.

Change one codeword in to make the code linear.

00000

00000



Ex. Creating Linearity
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We have checked that
00000,01000,10001,11111

is not linear.

Change one codeword in to make the code linear.

00000 01000 10001 11001

00000

01000 11001 10001

10001 01000

11111

For linearity, we always need 0 If we want these two to be in our code, then their sum 
must be in our code too. So, we change 11111 to 11001.

11001

Ex. Creating Linearity
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We have checked that
00000,01000,10001,11111

is not linear.

Change one codeword in to make the code linear.

Three solutions:
00000,01000,10001,11111

00000,01000,10001,11111

00000,01000,10001,11111

11001
00000 01000 10001 11111

00000 00000 01000 10001 11111

01000 01000 00000 11001 10111

10001 10001 11001 00000 01110

11111 11111 10111 01110 00000

10111

01110



Linear Block Codes: Motivation (1)
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Why linear block codes are popular?

Recall: General block encoding
Characterized by its codebook.

Can be realized by combinational/combinatorial circuit.
If lucky, can used K-map to simplify the circuit.

possibilities

Choose from 
possibilities to be 

used as codewords.
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Linear Block Codes: Motivation (2)
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Why linear block codes are popular?

Linear block encoding is the same as matrix multiplication.
See next slide.
The matrix replaces the table for the codebook.

The size of the matrix is only bits.
Compare this against the table (codebook) of size bits for 
general block encoding.

Linearity easier implementation and analysis

Performance of the class of linear block codes is similar to 
performance of the general class of block codes.

Can limit our study to the subclass of linear block codes 
without sacrificing system performance.



Example
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00000,01000,10001,11001

Let

Find bG when b = [0 0].

Find bG when b = [0 1].

Find bG when b = [1 0].

Find bG when b = [1 1].

All possible two-bit vectors

Block Matrices

42

A block matrix or a partitioned matrix is a matrix that 
is interpreted as having been broken into sections called 
blocks or submatrices.

Examples:

A B
C D

E F



Block Matrix Multiplications

43

Matrix multiplication can also be carried out blockwise
(assuming that the block sizes are compatible).

[ https://youtu.be/FX4C-JpTFgY?t=1103 ]

Ex: Block Matrix Multiplications

44

A B
C D

E F

AC+BE AD+BF

X G H

XG XH



Linear Block Codes: Generator Matrix
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For any linear code, there is a matrix

called the generator matrix
such that, for any codeword , there is a message vector 
which produces by

=

From to 

46

Any codeword is simply a linear combination of the rows 
of G.

The weights are given by the bits in the message 



Linear Combination in GF(2)
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A linear combination is an expression constructed from a 
set of terms by multiplying each term by a constant (weight) 
and adding the results.

For example, a linear combination of x and y would be any 
expression of the form ax + by, where a and b are constants.

General expression: 

In GF(2), is limited to being 0 or 1. So, a linear 
combination is simply a sum of a sub-collection of the 
vectors.

Linear Block Codes: Generator Matrix
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For any linear code, there is a matrix

called the generator matrix
such that, for any codeword , there is a message vector 
which produces by

=

mod-2 summation

Note: 
(1) Any codeword can be expressed as a linear combination of the 

rows of G
(2)

Note also that, given a matrix , the (block) 
code that is constructed by (2) is always linear.
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k k
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Linear Block Code: Example
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Find the codeword for the message b = [1 0 0]

Find the codeword for the message b = [0 1 1]

How many codewords do this code have?
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Linear Block Code: Codebook
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MATLAB: Codebook
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function [B C] = blockCodebook(G)
[k n] = size(G);
% All data words
B = dec2bin(0:2^k-1)-'0';
% All codewords
C = mod(B*G,2);
end

G = [1 0 0 1 0 1; 0 1 0 0 1 1; 0 0 1 1 1 0];
[B C] = blockCodebook(G)



Linear Block Code: Example
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Find the codeword for the message b = [1 0 0 0]

Find the codeword for the message b = [0 1 1 0]

How many codewords do this code have?

MATLAB: Codebook
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function [B C] = blockCodebook(G)
[k n] = size(G);
% All data words
B = dec2bin(0:2^k-1)-'0';
% All codewords
C = mod(B*G,2);
end

G = [1 1 1 0 0 0 0; 1 0 0 1 1 0 0; 0 0 1 0 1 1 0; 1 0 1 0 1 0 1];
[B C] = blockCodebook(G)



Review: Linear Block Codes

57

Given a list of codewords for a code , we can determine whether 
is linear by
Definition: f  and  then 
Shortcut:

First check that must contain 0.
Then, check only pairs of the non-zero codewords.

One check = three checks

Codewords can be generated by a generator matrix

where is the ith row of 

Codebook can be generated by
working row-wise: generating each codeword one-by-one, or
working column-wise: first, reading, from , how each bit in the 
codeword is created from the bits in ; then, in the codebook, carry 
out the operations on columns of .

Linear Block Codes: Examples

58

Repetition code: 

Single-parity-check code: 

parity bit

0 0 0 0
1 1 1 1

0 0 0 0 0
0 1 0 1 1
1 0 1 0 1
1 1 1 1 0
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Single-Parity-Check Code, Parity, and 
Introduction to Error Detection

Vectors representing 3-bit codewords

60

Triple-repetition code Single-Parity-check code

Representing the codewords in the two examples on the previous slide as vectors:

P p p pP p p p



Achievable Performance
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BSC with 

Triple-repetition code 
is optimal among all codes 
with .

Single-Parity-check code

is optimal among all codes 
with .

Even Parity vs. Odd Parity

62

Parity bit checking is used occasionally for transmitting ASCII 
characters, which have 7 bits, leaving the 8th bit as a parity 
bit.

Two options:
Even Parity: Added bit ensures an even number of 1s in each 
codeword.

A: 10000010

Odd Parity: Added bit ensures an odd number of 1s in each 
codeword.

A: 10000011

Related Idea:



Even Parity vs. Odd Parity
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Even parity and odd parity are properties of a codeword (a 
vector), not a bit.

Note: The generator matrix previously 
considered produces even parity codeword

Q: Consider a code that uses odd parity. Is it linear?

Error Control using Parity Bit

64

If an odd number of bits (including the parity bit) are 
transmitted incorrectly, the parity will be incorrect, thus 
indicating that a parity error occurred in the transmission. 

Ex. 
Suppose we use even parity. 

Consider the codeword 10000010

Suitable for detecting errors; cannot correct any errors



The ASCII Coded Character Set

65
[The ARRL Handbook for Radio Communications 2013]

0 16 32 48 64 80 96 112

US UK

(American Standard Code for Information Interchange)


